
ICE Server 3.3.0

ICE Server 3.3.0
Release notes for prerelease

Copyright © 2024, Instant Connect Software, LLC. All rights reserved.
Document version 1841, produced on Friday, September 06, 2024.

main 90adc8bf40040649230176bbdd465f6261a2d8e0

Instant Connect Software, LLC 1



ICE Server 3.3.0
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1 New& Improved

These changes add new features or improve the functionality of existing ones:

• Reduce the amount of logs in client‑bridge for a heavy loaded system. (ICE‑20116)
• Disable Nginx validatingwebhookconfigurations. (ICE‑20081)
• Set cors.allow.any to true on ICE Server. (ICE‑19983)
• [SPIKE] Unable to login ‑ EKS Terraform installation (latest develop build). (ICE‑19863)
• Create terraform.tfvars files for AKS and EKS terraform. (ICE‑18844)
• [SPIKE] EKS Terraform NLB SVC is recreated on every upgrade. (ICE‑19861)
• Add easter egg to corrupt archived recordings in agent. (ICE‑19858)
• EKS Terraform local‑exec fix. (ICE‑19834)
• Update label mappings in System Health dashboard. (ICE‑19273)
• SPIKE: Cleanup ICE_AGENT_WEBSOCKET_ORIGIN_URL definition. (ICE‑19738)
• SPIKE Once ILM is defined for a bucket, the post‑install should allow it’s removal. (ICE‑19596)
• arcus‑cornea‑js ‑ add support for reconnect to browser mode. (ICE‑8754)
• SPIKE: Universal agent to retreive cluster’s X509 certificates for secure websocket connections
for internal (default) Rallypoint. (ICE‑19313)

• Running local Arcus installation in docker container instead of Kubernetes. (ICE‑19141)
• Disable Kafka in tinyMode. (ICE‑19246)
• SPIKE: Use a 12 hrs offset for Minio cleanup job. (ICE‑19282)
• Ice‑rallypoint‑webclient 8443 ingress. (ICE‑19288)
• SPIKE: Remove remote installer deployment. (ICE‑19267)
• Update curl image name. (ICE‑19251)
• Rallypoint should be configured for no CPU threshold limits. (ICE‑19220)
• Set Minio archivedrecording bucket retention. (ICE‑19241)
• Update DeleteExternalServerHandler to allow deleting the external server event if exter‑
nalServer.isDeletable() is false but the force flag is true. (ICE‑19223)

• Fix snellen tests to either use unique names for person group or handle the error. (ICE‑19035)
• Create internal APIs to bulk delete persons, external servers, alerts, textmessage sessions. (ICE‑
19188)

• Emit ValueChange event for the previous default patch agent when a new default patch agent
is created. (ICE‑19212)

• SPIKE Deprecate arcus‑ready‑probe. (ICE‑19091)
• Increase the HSTSmax‑age to a value equal to one year and a day. (ICE‑19194)
• SPIKE: Skip data management deployment in 3.3.0. (ICE‑19172)
• Migrate LicenseDAOImpl and LicenseFeatureDAOImpl to use the new BaseDao. (ICE‑18934)
• Migrate WorkflowDAOImpl and WorkflowHistoryDAOImpl to use the new BaseDao. (ICE‑18899)
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• Display the timestamp of when the user last logged in. (ICE‑16943)
• SPIKE Make client/rest/server/ipphone bridges initialization to wait for platform serviced pod
going into running state. (ICE‑19081)

• Create adrill downdashboard showing container restarts bynamespace inGrafana. (ICE‑17646)
• Create a helm chart for tiny‑arcus container. (ICE‑18813)
• Migrate RoleDAOImpl to use the new BaseDao. (ICE‑18990)
• SPIKE Do not deploy unnecessary deployments and containers with iceLite. (ICE‑18901)
• SPIKE: Set engage log level as a new helm config. (ICE‑19056)
• SPIKE: Remove k9s from ice‑arcus‑utils. (ICE‑19061)
• Update ice‑util scripts to make them standalone executable. (ICE‑19043)
• IPPhone Bridge default IP should be the host IP, not 127.0.0.1, if FQDN is not used. (ICE‑19014)
• Truncate sessions and socket_session tables after running ICE OS migration database restore.
(ICE‑18974)

• Make the startPlatformComponents work on M1/M2. (ICE‑18997)
• Use universal agent for Patch server remote installer. (ICE‑18368)
• Do not consume an Arcus license when a valid tactical license has been applied. (ICE‑17943)
• Migrate DialNumberDAOImpl to use the new BaseDao. (ICE‑18584)
• Update Error handling in the Backup and Restore background job. (ICE‑18868)
• K8s batch job: Report to show # Cassandra disk or commit failures. (ICE‑18788)
• K8s batch job: Force restart all pods in all namespaces. (ICE‑18752)
• K8s batch job: Reset Cassandra nightly backup. (ICE‑18754)
• K8s batch job: Data Repair in Geo. (ICE‑18750)
• Add a common label to all ice‑util cronjobs. (ICE‑18898)
• Update “datamgr:BackupData” that has an optional BackupConfigDescriptor parameter. (ICE‑
18851)

• upgrade Postgres related jar to fix security vulnerabilities. (ICE‑18941)
• Implement “datamgr:GetBackupStatus” and “datamgr:GetBackupConfig”. (ICE‑18850)
• SPIKE: Update Cassandra image. (ICE‑18956)
• K8s batch job: Enable and disable Minio nodeport. (ICE‑18755)
• K8s batch job: Truncate Cassandra session tables. (ICE‑18753)
• Migrate WebhookDAOImpl and WebhookHistoryDAOImpl to use the new BaseDao. (ICE‑18907)
• Migrate CscoIpPhoneDAOImpl to use the new BaseDao. (ICE‑18588)
• Fix the dataRepair’s dependencyCheck. (ICE‑18922)
• SPIKE update utility docker image name. (ICE‑18897)
• Enhance “datamgr:RestoreData” API to support restoring of AudioAlert data if they are included
in the backup file. (ICE‑18601)

• Keep track of user’s last text message read for each text message session. (ICE‑18477)
• Cloud: reduce telephony‑registration and telephony‑license‑probe container sizes. (ICE‑18870)
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• K8s batch job: Get essential logs for debugging cluster issue. (ICE‑18757)
• Admin panel in client. (ICE‑17918)
• Rename telephony registration to gateway registration. (ICE‑18889)
• K8s batch job: Reset Cassandra license tables. (ICE‑18758)
• K8s batch job: Show Elastic state. (ICE‑18756)
• Migrate EntityTemplateDAOImpl to use the new BaseDao. (ICE‑18585)
• make ice‑archiver deployment behave like telephony when deploying using Geo. (ICE‑18580)
• K8s batch job: Pause Mirrormaker2 replication (Maintenance Mode). (ICE‑18495)
• Add ability to log into Arcus using an API Key in Cornea for Dart. (ICE‑18833)
• Setup 8443/tcp connectivity for web client to Rallypoint. (ICE‑18679)
• SPIKE: Address Elastic log4j vulnerabilities. (ICE‑18875)
• Adjust AKS terraform Cassandra’s CPU/MEM to lite/small/etc profiles. (ICE‑18475)
• Create alert that captures rate of growth of API request queue depth in System Health dash‑
board. (ICE‑17645)

• Add server‑bridge, history‑service into tiny‑arcus. (ICE‑18812)
• Migrate CassandraAppHandoffDao to use the new BaseDao. (ICE‑18571)
• SPIKE: Update Strimzi operator. (ICE‑18824)
• Adjust EKS terraform Cassandra’s CPU/MEM to lite/small/etc profiles. (ICE‑18476)
• Adjust timeout in Minio readiness probe. (ICE‑18687)
• API key login requires additional ingress rule. (ICE‑18836)
• Update sinceAPI value to 10 (release 3.4) from 9 for DataManagementService related and Cus‑
tom CertStore related APIs. (ICE‑18849)

• Install server‑supplied certstore to engage‑cmd. (ICE‑18326)
• Minio deployment changes for robustness. (ICE‑18164)
• DAO layer tomanage the lastMessageId read by a user for each associated TextMessageSession.
(ICE‑18532)

• ICE‑GW : Merge shutdown sequence code from release/3.2.0 branch to develop. (ICE‑18773)
• Deprecate use of cornea‑cli (arcus‑post‑install) in ICE Rallypoint chart. (ICE‑17674)
• POC to put client‑bridge and platform‑services functionalities in the same container. (ICE‑
18478)

• Addmap tile proxy rules to web client nginx. (ICE‑18738)
• Remediate CVE findings in telephony‑registration and arcus‑post‑install deployment. (ICE‑
18743)

• Update remote installer’s Nginx image. (ICE‑18366)
• Reload Minio on secret change. (ICE‑18212)
• Try to remove the usage of ServiceLocator in non‑test related codebase. (ICE‑18638)
• Apply the changes in ICE‑18691‑Kafka reconnect logic in develop branch. (ICE‑18702)
• Refactor PlaybackManager to use handlebar templates for generating policy.json and mis‑
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sion.json instead of hardcoding the texts. (ICE‑18642)
• — Upgrade Ingress Controller chart —. (ICE‑17206)
• Arcus should ship with default certstores. (ICE‑18535)
• ICE‑Elasticsearch HR fails due ot incorrect chart name. (ICE‑18785)
• Migrate FileDataDAOImpl to use the new BaseDao. (ICE‑18587)
• Hellm‑operator Elasticsearch Chart fetch failed. (ICE‑18725)
• Enhance “datamgr:BackupData” API to support backing up of AudioAlert data fromminio. (ICE‑
18600)

• Ability to configure an external S3 file storage instead of the local Minio storage for file data
including archived recording and anything defined in file_data table. (ICE‑18678)

• Update LicenseManager to validate the license file with a “liteMode” flag. (ICE‑18616)
• SPIKE: increase max_entries_limit_per_query in Loki from 5k to 20k. (ICE‑18684)
• Enhance ElasticCriteria generation mechanism to support query a mapped object. (ICE‑18643)
• Migrate OrganizationDAOImpl to use the new BaseDao. (ICE‑18544)
• Add a configurable time in ArcusKafkaDispatcher to wait for the kafka to be ready. (ICE‑18637)
• Create a standard K8s batch job template that could execute kubectl commands. (ICE‑18425)
• Optimize LicenseAuthorizer.isAuthorized(). (ICE‑18570)
• Migrate TextMessageSessionDAOImpl and TextMessageDAOImpl to use the new BaseDao. (ICE‑
18562)

• Add “ICE_LITE_MODE” to IrisApplicationInfo.Info. (ICE‑18615)
• Change base image for arcus‑wait containers to alpine. (ICE‑18142)
• Add a new attribute “enableTextAlert” in OrganizationConfig. (ICE‑18559)
• Update Type.hbs so that the generated type object is initialized with default values defined in
*.xml file. (ICE‑18555)

• Migrate AssemblyPoinDAOImpl to use the new BaseDao. (ICE‑18482)
• Enhance “txtmsg:PageTextMessages” to page textmessages later than a givenmessageIdwhich
is a timeuuid. (ICE‑18470)

• Add ability to for client to specify header requesting no Engage license. (ICE‑17942)
• Prevent superuser from being added to channels. (ICE‑17182)
• Add ability to log into client‑bridge using an API key. (ICE‑17653)
• Migrate AlertDAOImpl and AlertResponseDAOImpl to use the new BaseDao. (ICE‑18422)
• SPIKE: Update ICE Cassandra chart pull secret. (ICE‑18393)
• Implement “sess:GetCertStore” handler. (ICE‑18386)
• Revisit kafka‑ui ability to get superuser’s password. (ICE‑18333)
• Kafka Test Container. (ICE‑18382)
• Implement “org:UploadCertStoreData” handler. (ICE‑18385)
• SPIKE: Move the Ingress root path redirect to ICE Desktop chart. (ICE‑18412)
• Web client needs to display build information somewhere. (ICE‑18246)
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• Design certificate management service definition. (ICE‑18321)
• SPIKE: Update ICE Monitoring docker pull secret. (ICE‑18392)
• Create ICE Server installation document with Harbor. (ICE‑18118)
• Consumer Group Names. (ICE‑18381)
• Client‑bridge and Desktop ingress changes. (ICE‑18363)
• Fix Ishihara ExternalServer Tests according to leader election changes. (ICE‑18345)
• Refactor ReflectiveBeanAttributesTransformer and TypeAttributesTransformer to eliminate the
needs for creating subclasses. (ICE‑18236)

• Aggregate Ticket: Kafka Platform Topic Split Up. (ICE‑18229)
• Make default helm chart disk sizing the same as ICE OS’s large profile. (ICE‑18259)
• Update SessionLogoutResponder to return 200 status if logout is successful instead of 401. (ICE‑
17836)

• Implement Elastic Entity Generator. (ICE‑17999)
• Add “minApiVersion” to SessionInfo. (ICE‑17854)
• Pass authorization parameters to Settings screen in web. (ICE‑17556)
• ImplementDAO layer for the external_server_v2 table and external_server_instance table. (ICE‑
18108)

• Change Elasticsearch volumeClaimDeletePolicy. (ICE‑18104)
• Cornea running on Web. (ICE‑17798)
• API design for fail over external server. (ICE‑17853)
• Support List/Set injection from *.properties file. (ICE‑17910)
• Add archive server service for server‑bridge Ingress. (ICE‑18015)
• Main app screen and functionality. (ICE‑1800)
• Implement BaseDao class using Object Mapper/table metadata. (ICE‑17792)
• Update PageArchivedRecordings API to return results in DESC order. (ICE‑18018)
• Review logic in ShiroSessionLicenseOwnerCleanupTask. (ICE‑17634)
• SPIKE: Add job template to scale up or down Elastic. (ICE‑17984)
• Cloud: Setup new deployment for data export/import. (ICE‑17095)
• Deploy archiver agent and EAR to cluster. (ICE‑17598)
• Modify AKS Terraform to scale up Rallypoint. (ICE‑17912)
• Modify EKS Terraform to scale up Rallypoint. (ICE‑17913)
• Remove Blocking Login/Logout logic. (ICE‑17827)
• Add active user gauge in System Health dashboard in 3.2.0 and 3.3.0. (ICE‑17933)
• Setup test environment for ‘data‑management’ container. (ICE‑17884)
• Change Minio helm chart to enable/disable logs bucket replication. (ICE‑17618)
• Update sample Amazon EKS Terraforms to reflect multi‑node Kafka and Elastic chart settings.
(ICE‑17711)

• Move Elasticsearch CR creation to ICE helm chart. (ICE‑17708)
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• Add the ability to scale Cassandra with AKS terraform. (ICE‑17796)
• Implement TableMetadataDAO. (ICE‑17795)
• Modify logger in Cornea. (ICE‑17790)
• Improvements to Cornea dart timeout and cancellation. (ICE‑16887)
• Implement ArchivedRecordingDataMigrationStrategy For Elastic Model Manager. (ICE‑17786)
• ReplaceSocketSessionDao.streamAll() inBaseStartupResourceCleaner.onClusterServiceRegistered()
with a PagedQueryEnabled.listEntities() approach. (ICE‑17725)

• Update sampleAzureAKSTerraforms to reflectmulti‑nodeKafkaandElastic chart settings. (ICE‑
17383)

• Scale up Kafka based on # replicas value in helm operator chart. (ICE‑17146)
• Update PersonAlertAssociationDAOImpl to set all columns. (ICE‑17760)
• Implement “persongroup:PagePersons” API. (ICE‑17428)
• Ability to populate ArchivedRecording.id attribute when querying from ES. (ICE‑17712)
• Use “–active‑active” flag in mc‑mirror script; changemirroring sides (3.3). (ICE‑17688)
• Update “System Health” Grafana dashbord (3.2 and 3.3). (ICE‑17644)
• “publish‑arcus‑containers‑and‑chart” fails. (ICE‑17728)
• Reduce the amount of tombstoned records in Cassandra. (ICE‑17720)
• Add ability to disable SSL verification in cornea‑dart. (ICE‑17680)
• Shrink the size of external_server_report table. (ICE‑17584)
• Define and implement an API to download an archived recording fromminio. (ICE‑17635)
• Implement object life cycle on MinIO. (ICE‑17348)
• Support elastic query filter with boolean values. (ICE‑17648)
• IEC‑GW : Upgrade GCC compiler to latest (12.2.0) and C++17 to C++20. (ICE‑17625)
• Investigate Kafka Consumer reconnect strategy. (ICE‑17505)
• Port WolfSSL ICE OS changes to develop. (ICE‑17608)
• Bundle the kafka‑UI chart to the ICE‑SERVER. (ICE‑17403)
• Configure ingress to support upload presigned URL for archived recording. (ICE‑17566)
• Change default Prom data retention to 14d to match Loki’s. (ICE‑17592)
• Add log level property to external servers. (ICE‑17551)
• Refactor/CleanUp DAO layer logic. (ICE‑17495)
• Addeventaudit log for “chan:PersonGroupAssignedToChannel”and“chan:PersonGroupRemovedFromChannel”.
(ICE‑17123)

• Implement “chan:MarkRecordingSetting” API. (ICE‑17507)
• Create Password Protected Zip File. (ICE‑17423)
• Add a new ClientType and role for the new archived recording agent. (ICE‑17506)
• Remove Preferences related logic. (ICE‑17494)
• Fix Tactical License Ishihara Tests. (ICE‑17487)
• Mechanism to put ICE server in backup mode and normal mode along with its related events.
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(ICE‑17424)
• Create Ishihara tests for tactical license activation. (ICE‑17173)
• Snellen and Ishihara Tests Pipeline Failed. (ICE‑17431)
• Revise Cassandra tables and remove unused. (ICE‑17399)
• POC export process. (ICE‑17322)
• Implement Ishihara Tests For Create/Delete LicenseFeatureBlock API. (ICE‑17384)
• Scale up Elastic based on # replicas value in helm operator chart. (ICE‑17147)
• Replace ICeOptional with Optional. (ICE‑17397)
• Create a data‑repair task to cleanup ArchivedRecordings in both Cassandra and ElasticSearch.
(ICE‑16937)

• Add License related event audit log. (ICE‑17321)
• Spike: Look into remote log retention solution. (ICE‑17368)
• Add API to get telephony call status. (ICE‑16890)
• Implemen Snellen tests for PersonGroup. (ICE‑17289)
• Create a data‑repair task to sync data for ArchivedRecordings from Cassandra to ElasticSearch.
(ICE‑16946)

• Add remote installer support for external Rallypoint. (ICE‑15234)
• Fix ishihara ExpireUserSessions test. (ICE‑17288)
• Add logs to the TestLicenseFeatureAssignmentDAO. (ICE‑17285)
• Migrate Elastic Related Logic To Generated Criteria. (ICE‑17193)
• Optimize MinIoStorage.postConstruct(). (ICE‑17230)
• Update remote installer script for patch server. (ICE‑17091)
• Restructure archived_recording table. (ICE‑17184)
• Fix Active User Counter Client‑Bridge Metric. (ICE‑17216)
• Fix Ishihara Patch Tests. (ICE‑17209)
• Implement Functional Tests For ArchivedRecordingsHandlers. (ICE‑17111)
• Combine tactical licenses with the enterprise session licenses. (ICE‑17139)
• Generate Criteria From Elasticsearch Index Mapping Definition. (ICE‑17090)
• Add a TacticalLicenseCleanupCommand in changelog‑data‑1011.0.0.xml to clean up li‑
cense_feature and license_feature_assignment and license_feature_block table. (ICE‑17143)

• Get familiar with Snellen tests. (ICE‑17058)
• Implement PageArchivedRecordingsHandler. (ICE‑16821)
• Update system health and alert dashboards for 3.2 release. (ICE‑17074)
• Update PersonChannelPresence in ES person index to support PagePersonEs returning per‑
sons who is directly assigned to a channel, excluding the ones indirectly assigned due to a
PersonGroup. (ICE‑17085)

• Desktop should display total Number of user groups configured on the server and also sort it
alphabetically. (ICE‑14867)
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• Server should return the last successful login time for the user in SessionInfo. (ICE‑16941)
• Update remote installer script for reflector. (ICE‑16967)
• Setup new container for data export/import procedure. (ICE‑16997)
• Update “sess:UpdateChannelSubscriptions” to support turn on/off channel participants pres‑
ence related events. (ICE‑17035)

• Update Google Guice Core Library To 5.1.0. (ICE‑17023)
• Refactor CassandraDaoTestContainer to consumemultiple *cql files. (ICE‑17024)
• Investigate if we can remove the dependency on org.cassandraunit for Cassandra DAO tests.
(ICE‑16846)

• RefactorMinIoStorage related classes to accommodateArchivedRecordingdata that potentially
have very large data set. (ICE‑16901)

• Implement Elastic DAO layer for archived recordings. (ICE‑16653)
• Refactor data repair task for event audit log so that it can be reused by archived recording. (ICE‑
16845)

• Optimize channel events emission for SIP gateway. (ICE‑16748)
• CreateacustomExecutor thatguaranteebroadcastmessageswith thesame“placeId”/“platformClientId”
are processed in order. (ICE‑16871)

• Implement DAO layer (Cassandra) for archived recording. (ICE‑16652)
• Consolidate all the changeset to update role.json. (ICE‑16851)
• Create stub classes for all ArchivedRecording related service, handler classes in platform‑
services. (ICE‑16811)

• Schema design and API design for archived recordings. (ICE‑16650)
• Addevent_audit_logentries for “chan:EntityAssignedToChannel”and“chan:EntityRemovedFromChannel”
events. (ICE‑16621)

• Upgrade google guice dependency to at least 4.2.2 or above. (ICE‑16749)
• Increase number of concurrent requests for restfull services. (ICE‑16794)
• Add “archivedRecordingExpirationInDays” in OrganizationConfig for “org:config” attribute on
the Organization entity. (ICE‑16651)

• SPIKE: Use Grafana 7.x alert config in Grafana 8.5.x. (ICE‑16829)
• Modify Cornea for Java to fetch channels using Person instead of PlatformClient. (ICE‑16828)
• Remove all default Grafana dashboards by default. (ICE‑16808)
• Add elastic searchmigration status and timestamp to elastic_index_hash_v2 table. (ICE‑16746)
• Refactor AuditLogDataMigrationStrategy related classes to be used by other elastic templated
indices like ArchivedRecording. (ICE‑16750)

• Add “audio_stream_id” in reflection table. (ICE‑16784)
• CreateaTextMessagecleanup task indata‑repair project to cleanup textmessage inelastic older
than one year. (ICE‑16649)

• Fix Ishihara ExpireUserSessions flaky test. (ICE‑16782)
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• Add support for lists and composite object questions. (ICE‑16558)
• Add ability to specify wolf SSL in reflector configuration. (ICE‑16661)
• Optimize channel event emission to external server entities. (ICE‑16435)
• Verify telephony gateway with the new AudioStreamID feature. (ICE‑16331)
• Fix Ishishara Tests. (ICE‑16542)
• Rallypoint reflector helm chart missing qoutes. (ICE‑16551)
• Define customchannel events for assigningnonpersonentity to a channel, such asDialNumber,
RadioTalkGroup, etc. (ICE‑16554)

• Add ability to inject trusted CA certs into Cornea Java. (ICE‑16591)
• Script startPlatformComponents does not work. (ICE‑16538)
• Migrate to Java11 except ‘common’ module. (ICE‑16504)
• Remove arcus‑metrics‑exporter project. (ICE‑16512)
• Implement AssignRadioSystemToRadioGateway API for both P25ISSIGRadioService and Ken‑
woodNexedgeRadioService. (ICE‑16464)

• Cleanup Gradle logic. (ICE‑16323)
• Add a liveness probe feature to the universal agent. (ICE‑16513)
• Add featureset license to static reflector (add support for new rallypointd binaries). (ICE‑16507)
• Remove metrics‑server from arcus‑containers and remove all references to the project. (ICE‑
16491)

• Universal agent should trim whitespace from device ID value. (ICE‑16495)

2 Fixes

These issues have been resolved in this version of the product:

• Some admin K8s cronjobs do not work correctly. Discovered in 3.3.0. (ICE‑20150)
• Archiver pod restarted and agent logs in loki show error. Discovered in 3.3.0. (ICE‑19999)
• Rallypoint service was missing discovery and patch server logging spurious messages. Discov‑
ered in 3.2.0. (ICE‑19901)

• After UCS host reboot, external static reflector stays in disconnected state and docker restart
reflector‑agent is needed to resume operation. Discovered in 3.2.0. (ICE‑18840)

• Update API Request Queue Depth in system health dashboard. Discovered in 3.2.0. (ICE‑17835)
• After hard reboot of VM, patch,reflector did not reconnect to Arcus. Discovered in 3.2.0. (ICE‑
18681)

• Flutter: Text alert notifications disappear if users log out and re‑login. Discovered in 3.2.0. (ICE‑
17844)

• Patch tab is missing if license does not have available workflow admin feature. Discovered in
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3.1.1. (ICE‑18278)
• ice‑minio failed to upgrade due to minio authentication error. Discovered in 3.2.0. (ICE‑18315)
• ICE OSmigration script 003 complains about amissing restore cql file. Discovered in 3.2.0. (ICE‑
17768)

• Audit logs do not show any actions done in Group (People management). Discovered in 3.2.0.
(ICE‑17313)

• mobile: occasional crash during 20ch load. Discovered in 3.3.0. (ICE‑17281)
• Geo: Elastic sync issue across 2 datacenters. Discovered in 3.1.1. (ICE‑16855)
• Delete Person Group Assigned To Channel. Discovered in 3.2.0. (ICE‑17499)
• Address the ES andCassandra channel participant count issuewhen the sameperson is directly
assigned to a channel and the person group he belongs to is also assigned to the channel. Dis‑
covered in 3.2.0. (ICE‑17113)

• Platform services should stay in 0/1 init state if Kafka is not healthy. Discovered in 3.2.0. (ICE‑
16995)

• ICE Server’s Grafana should not send analytics information. Discovered in 3.1.2. (ICE‑16992)
• Grafana: System health and alert dashboards are not updating alerts. Discovered in 3.1.2. (ICE‑
16878)

• External server name uniqueness causes confusion. Discovered in 3.1.1. (ICE‑16038)

3 Known Issues

These are issues known to exist in the product:

3.0.1 For geo‑redundant deployments, if DC1 is down, then audio alerts sent on channels
aren’t heard by either the sender or receiver. (ICE‑20434)

3.0.1.1 Workaround Create another mesh Rallypoint with DC2 RP first and DC1 second, then con‑
figure the assigned channels with this secondmesh. Audio alerts will nowwork when DC1 is down.

3.0.2 Default Rallypoint selections (made in ICE Desktop > Settings > Channel) may be cleared
after an ICE Server upgrade. This prevents intercom channels and private calls created
after the upgrade from functioning. (ICE‑10332)

3.0.2.1 Conditions This occurs when ICE Server is upgraded to version 2.2.0.
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3.0.2.2 Workaround After upgrading ICE Server, an ICE administrator should review the Channel
default settings to ensure a valid Rallypoint is selected for the assigned channel, intercom channel,
and telephony defaults.

3.0.3 IP Phone usage on the licensemanagement pagemay be inaccurate after a server
upgrade or reboot. (ICE‑8458)

3.0.3.1 Conditions If a user remains logged in (i.e., does not logout, so the session continues) to
the ICE IP Phone XML client prior to a server upgrade or reboot, then on their next login that usermay
take upmultiple licenses for the session.

3.0.4 The Cassandra Kubernetes pod restart count continuously increments after a fresh
installation or upgrade of ICE Server, but there is no loss in service. (ICE‑6576)

3.0.4.1 Conditions This occurs only after performing an ICE Server installation onto a Kubernetes
cluster or upgrading an existing system in a geographically‑redundant configuration. This problem is
not seen on single‑site deployments (single‑node or multi‑node).

It affects systems whose link between data centers is slow enough that database schema updates
take longer than the built in timeout allows for. A slowpersistent storage system—or one under heavy
load—maymanifest this issue, too.

3.0.4.2 Workaround Run these commands incqlsh (replacingdcandreplica values as appro‑
priate):

DROP KEYSPACE reaper_db;
CREATE KEYSPACE reaper_db
WITH REPLICATION = {

'class' : 'NetworkTopologyStrategy',
'dc1': 1

};

Allow the reaper to finish its schema updates, then in cqlsh:

ALTER KEYSPACE reaper_db
WITH REPLICATION = {

'class' : 'NetworkTopologyStrategy',
'dc1' : 1,
'dc2' : 1

}

Finally, on each node in dc2, run nodetool rebuild - dc1
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3.0.5 Poor audio quality is observed when an ICE user calls another ICE user through a PSTN
“dial call”. (ICE‑4027)

3.0.5.1 Conditions When two users are assigned dial numbers and one user dials another user’s
device through the soft‑phone feature in the app, the established call will exhibit lower audio quality
than expected.

This issue is not exhibited when a user makes a “private call” to another user. Only user‑to‑user calls
placed by dialing a phone number are subject to this limitation.

3.0.5.2 Workaround Instant Connect users should call each other through the private calling
mechanism by searching for the user’s name in the directory and clicking the adjacent telephone
icon.

3.0.5.3 Additional information This issue is caused by double‑encoding “loopback” audio traffic
as it enters and leaves the ICE Telephony system.

This document describes changes introduced between build 990dd9a to 004f781.

Instant Connect Software, LLC 15


	New & Improved
	Fixes
	Known Issues
	For geo-redundant deployments, if DC1 is down, then audio alerts sent on channels aren’t heard by either the sender or receiver. (ICE-20434)
	Default Rallypoint selections (made in ICE Desktop > Settings > Channel) may be cleared after an ICE Server upgrade. This prevents intercom channels and private calls created after the upgrade from functioning. (ICE-10332)
	IP Phone usage on the license management page may be inaccurate after a server upgrade or reboot. (ICE-8458)
	The Cassandra Kubernetes pod restart count continuously increments after a fresh installation or upgrade of ICE Server, but there is no loss in service. (ICE-6576)
	Poor audio quality is observed when an ICE user calls another ICE user through a PSTN “dial call”. (ICE-4027)


